BESIII Detector


12 Data Acquisition System

12.1  BESIII Data Rate

BEPCII is designed with a peak luminosity of 1033cm-2sec-1. After the Level 1 trigger, the event rate is estimated to be around 4000Hz at J/ψpeak. A pipelined front-end electronic system is required and the BESIII DAQ system is designed to satisfy the requirement of event readout and processing with such a high event rate. 

The performance of the DAQ system is determined by the trigger rate and the event size. The total number of electronics channel is more than 40K, among which there are 20K ADC and TDC channels. Assuming an occupancy of 15% for MDC T channel, 17% for EMC, 1% for MUC and 10% for others, the estimated total data rate is listed in Table 12.1-1. As a comparison, the data rate of BESII in listed in the last row.

Table 12.1-1 Established data rate of BESIII

	Sub-detector
	Number of Channels
	Crate Data Rate (Mbytes/s)
	Farm Data Rate (Mbytes/s)
	Record Data

Rate (Mbytes/s)

	MDC（T+Q）
	13600
	46.6
	28
	21

	EMC
	6272
	24.8
	17
	13

	TOF+CCT
	896
	2.3
	1.6
	1.2

	μ
	9088
	2.4
	1.6
	1.2

	Trigger
	400
	6.4
	6.4
	4.8

	Sub-total
	30256
	82.5
	54.6
	41.2

	BESII
	20000
	
	0.04
	0.04


The BESIII data acquisition system is designed with a capacity of 80Mbytes/s for the front-end readout, 50Mbytes/s for the online farm processing and 40Mbytes/s for the tape-recording after the Level 3 trigger. Compared with BESII, the BESIII DAQ system has a much higher design target both in scale and in performance. 

12.2  System Architecture
The BESIII data acquisition system consists of the readout system, the online control and monitoring system, the calibration system and other support/service systems.

The main tasks of the BESIII DAQ system are the followings: collecting event data from the front-end electronics after Level 1 trigger; transferring data fragments from each VME readout crate to the online computer farm through two levels of computer pre-processing and high speed network transmission; assembling data fragments into event data, filtering the event data, and then recording the selected event into a persistent media.
In order to read out large amount of data from the front-end electronics system and reduce the dead time, the BESIII DAQ system adopts multi-level buffering, parallel processing, high-speed VME readout and network transmissions techniques. The key issue is to solve the “bottleneck” caused by the VME readout and the network transmission.

To accomplish above tasks, the DAQ system are designed to have the following functions:
（1） To collect data from the VME readout modules (ADC and TDC) at high speed and fully utilize the bandwidth of the VME bus; to assemble the data fragments from front-end electronics into sub-events;
（2） To provide necessary hardware and software protocols that ensure correct readout and transmission;
（3） To design and implement the online software system, including event filtering, mass storage, run control, information monitoring and condition adjustment;
（4） To provide system calibration, readout electronics calibration and data pre-processing;
（5） To provide “Exception Handling” functions, such as valid or wrong operations, buffer overflow and some other failures. To provide debugging, testing/diagnostic functions for the hardware and software of the electronics and trigger system, as well as failure finding and failure recovering functions; 
（6） To design and implement the online database management system and its interface with the offline analysis system.
In the system architecture, the DAQ system must have high reliability, stability and scalability and also be easy for upgrade. The system devices and software development tools adopt as many existing products as possible, in order to follow closely the technical trends and have good cost performance ratio.

The BESIII DAQ system is designed based on advanced computer and network technologies and multi-level parallel data collecting/processing schemes. The lowest level is the VME readout crates, each holding a system controller and some FEE readout modules (ADC and TDC). There are no more than 16 FEE modules in each crate, each having no more than 1024 electronics channels. The VME processor, a MVME2431 embedded single board computer, is used to collect, pre-process and transfer data. Several readout crates are connected to a readout PC through fast Ethernet, thus constituting a readout branch. All the readout branches are connected to the online computer farm through gigabit switch, constituting the backbone of the DAQ data flow. Sub-event packages, coming from each readout branch, are assembled in the online computer farm. After being filtered and processed, events are recorded in persistent media. The configuration is shown in Fig.12.2-1.

The BESIII DAQ system provides also other control and test functions. In the stage of system design, it is required to define the interface and driving mode between the DAQ system and the front-end electronics system, as well as the interface between the DAQ and the trigger system. It is also required that the control, calibration, testing and failure diagnosis functions of the entire system and each sub-systems be taken into consideration at present. Furthermore, the DAQ system must provide a series of service functions, such as recording power supplies of magnets, electronics power supplies, high voltage system and accelerator parameters; system initialization; downloading program/parameters; delivering and executing commands.

Software development of the BESIII DAQ system is quite a software engineering project. It is necessary to consider the quality and standardization of the software, which rely on the powerful management of software engineering. The readout controller software will be written in C language and run in the real-time operating system VxWorks. The readout PCs and online computer system software will be written in C++ and run in Unix/Linux. In order to store and use the operation parameters, environmental data, standard database technique based on SQL language will be used in the BESIII DAQ system.
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Fig.12.2-1 Architecture of the BESIII DAQ System

12.3  System Requirements
The design of the BESIII DAQ system is complicated because Level 1 trigger rate is 200 times higher than that of the BESII, the event size is 6 times larger than that of the BESII and the data rate is more 1000 times than that of the BESII. Thus three kinds of key techniques must be considered during the system design: 

(1) For readout system configuration, it is important to match data bandwidth with data throughput; 

(2) For system architecture, it is important to build an integrated DAQ system together with the front-end electronics system and the trigger system, including the implementation of sub-system testing, system initialization, system control and monitoring.

(3) For the software developing, we must follow the rule of software engineering, and continue to improve the software process.
According to the information provided by each sub-system, the basic readout configuration of the BESIII DAQ system is shown in Table 12.3-1. There will be about 48 readout crates and less than 16 readout branches. It is estimated that the online computer farm consists of more than 30 PCs and a Mass Storage System with a capability of 240Tbytes/5years. Other supporting systems, such as the calibration system, will also be built on a large scale. 

Considering the non-uniformity of data distribution, the designed BESIII DAQ system requires the throughput of readout crate to be 3.2Mbytes/sec in order for the system to accomplish data acquisition task with a shortest dead time. Therefore, high-speed VME bus readout methods and fast Ethernet are applied.
Table 12.3-1 Configuration of Readout Devices

	Sub-system
	Number of Channels
	Number of Readout Modules
	Number of Readout Crates
	Number of Readout Branches

	MDC（T+Q）
	13600
	224
	16
	4

	EMC
	6272
	208
	16
	4

	TOF+CCT（T+Q）
	896
	28
	2
	1

	MUON
	9088
	40
	4
	1

	Trigger
	400
	160
	10
	2

	Total
	30256
	804
	48
	12


In order to collect data and transfer them to the online system, event fragments are assembled first within readout crates and readout PCs. It is required that the data readout mode and data format for both the front-end electronics system and the trigger system are almost the same in order to process and assemble the event fragments correctly.
To build an operational BESIII DAQ system, it largely depends on the correct linkage of system devices, logic signals agreement and the integrated software design. The electronics system and the trigger system are also required to provide all necessary information of hardware facilities. For the software design of the DAQ system, it is important to correctly comprehend and execute hardware functions and make the best use of all hardware resources. It will greatly enhance the software system with more functions such as failure finding, testing/diagnosis, task recovering, exceptional handling of functional modules and dead channel processing, etc.
In order to guarantee the quality and the performance of the software, commercial products of the developing tools will be used. Software engineering standard will be applied throughout the software design, its implementation and management. The software system should be designed to possess good reliability, maintainability, scalability and portability. In addition, it is important and required to have a good documentation, which will help to manage the archives in the future.
12.4  Readout System
One of the key technical challenge of the BESIII DAQ system is to read out data from the front-end electronics at a high enough speed. There are “bottleneck” of the data flow in the system caused by the VME access speed and the network bandwidth. From the test results of a few I/O devices, it takes more than 1μs for one 32bit read, which means 3Mbytes/sec when reading from VME bus to MVME2431 memory by using Programmed I/O mode. While with the 32bit DMA mode, it could be more than 13Mbytes/sec (<300ns/32bit read). Therefore, DMA mode will be used in VME readout in order to fulfill the requirements of the Data Readout.
The capability of network transmission is also an issue related to the readout system. According to our testing results, the point-to-point transmission speed for 100M Network may reach 10Mbytes/sec in the circumstances of 12-port fast Ethernet switch hub and multiple network adapters installed in each readout PC. This kind of point-to-point connection enables each network adapter to connect to its corresponding readout crate, while the gigabit network adapter installed in the readout PC connects the PC to the online switch. This configuration constitute a readout branch, which has the following functions:
（1） To collect event fragments from readout crates and assemble them into the tagged sub-event packages.
（2） To control and monitor data stream and commands stream.
（3） To transfer event fragments to online PC farm via gigabit network.
The performance of the readout system is mainly determined by the data throughput of the readout crate, i.e. the comprehensive capability of the data readout from VME bus, data pre-processing and data transmission over the network.
The data throughput of the readout system has a close relationship with the design of the front-end electronics modules. For the DMA mode of the readout, each module should have global buffers on board and supports VME Block Transfer. With the zero suppression on board, and the total number of channels no more than 1024 per crate, the total data to be transferred at 4000Hz will be about 3.2Mbytes/s. Therefore, according to the general estimations of VME access speed, the network transmission speed and the data to be read out satisfy the requirements for the data readout of 1024 channels under 4000Hz trigger rate.
The readout system adopts Motorola MVME2431, a VME processor module with a good cost/performance ratio, as the system controller. MVME2431 is configured with the PowerPC750 32-bit microprocessor, 32MB of on-board ECC SDRAM, 8MB on-board flash memory for user-specified requirements, 10M or 100M Ethernet interface, D64 (MBLT)/D32/D16/D8 VME bus to local bus interface and DMA transfer mode. In addition to the data readout from VME crate at high speed, the system controller will perform other tasks, such as (non)linear correction, interrupt processing, task scheduling, device control and monitoring.

12.5  BESIII Online System

The main task of the BESIII online system is to read out data from FEE, build and filter the events and finally write the selected events to a persistent media.

The BESIII online system includes event building, event filtering, event classification, data storage, operation control, event display, histogram display, process monitoring, etc. Fig.12.2-1 shows the block diagram of the BESIII Online system.

(1) Event Building
A multi-step event building technique will be adopted by the BESIII online system, as shown in Fig.12.5-1. The first step of the event building is to assemble the data in VME crates. After receiving a good event signal provided by the trigger system, the PowerPC in the VME crate will read out data from electronics modules. Data fragment is assembled and stored in memory after corrections. All readout crates work in parallel. The second step is to assemble the data in branch level. Several VME crates are grouped in a branch and each crate is connected to a readout PC with multi-CPU and multi-network card via a fast Ethernet switch. Data in all VME crates within a branch is sent to the readout PC. Data fragment is assembled to a sub-event data, and stored in memory by the readout PC. There may be one or more branches for each sub-detector according to its number of channels. The third step is in event level. A node of the BESIII online PC farm assembles sub-events distributed in readout PCs via a gigabit Ethernet switch, the event is built and passes the event filter. Finally the filtered event is sent to the online file server to be recorded on the tape. All data fragments of an event are unique numbered by the trigger segment and a time stamp.

A sub-event in one branch can be sent to one node of online PC farm, at the same time, sub-events of other events in other branches can be sent to other nodes of the online farm with the technique of parallel event building with a switch. So the high speed and parallel event building can be achieved with advantages of scalability, high reliability and the best price performance ratio.
The latency of Ethernet switch affects the data transfer rate. To reduce the transfer frequency, the size of the data package should be as big as possible. Using the multi-step event building technique, data are assembled gradually from the distributed front-end electronics to the online PC farm. To reduce the delay time of the switch at lower levels at such a high event rate, it is necessary to pack several events into a big package before transferring via Ethernet switch.
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Fig.12.5-1 Topology of event building of the BESIII DAQ system

(2) Online Data Flow

The data flow of the BESIII online system is showed in Fig.12.5-2 and described in detail as follows.

1 The readout PC informs the online farm supervisor that a data fragment is ready to be read out with a trigger number after assembling the data in a branch level;

2 The online farm supervisor informs one of the idle online PC farm nodes to read out the corresponding data block with the trigger number after receiving all the event ready signal from the readout PCs;
3 The node n of the online PC farm reads out the corresponding data fragment in all readout PCs with the trigger number;

4 The node n of the online PC farm starts to build, format, filter and classify the event, and sends the results to the online file server;

5 After receiving data from the node n of the online PC farm, the online file server informs the online farm supervisor that the event data with the trigger number has been processed, and writes the data to the disk and/or tape after a given number of events;
6 The Online farm supervisor informs the node n of the online farm and all the readout PCs to free the memory with the trigger number. 
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Fig.12.5-2 The data flow of the BESIII online system

The online farm supervisor should be a highly reliable workstation. There are 2 queues in the supervisor. One is the queue of event number to be assembled, which comes from the level 1 trigger; the other one is the queue of free nodes of the online farm. According to the 2 queues, the supervisor informs an assigned node to read out the proper data fragments from the readout PCs. All the data processing tasks are done on the assigned node of the online farm.
(3) Online Filtering
Online event filtering is also called level 3 software trigger, which is software based running on a farm node after the event building. The filter process suppresses the background to reduce the data rate to magnetic media. To compare with the hardware trigger, more flexible and more sophisticated algorithm can be adopted in the software trigger, such as fast tracking in MDC, fast cluster finding in the electromagnetic calorimeter, etc. The cosmic-ray background and beam lost background are suppressed by using the event vertex information from the MDC. The Bhabha sample, useful for detector calibration and luminosity measurement is selected by using the MDC tracking and EMC cluster information. The μ+μ- sample can also be selected by using the information from MUON counter. During the event filtering, the farm nodes accumulate various histograms and classify event type as hadron, Bhabha, μ+μ-, cosmic, etc. The information is transferred to the host computer for monitoring.
One of the following two methods, or both of them may be adopted in the filter 
algorithm: 
–Digital filtering with complete data using algorithm similar to the trigger 
system;
–Developing more sophisticated filtering algorithm, such as track reconstruction and cluster finding.
The final event rate recorded on the magnetic media will be reduced to 3000Hz if the filter can suppress 50% of background.
The online farm, consists of high performance PCs, may also do real time event reconstruction, using the same code as the offline as the first round of event reconstruction. Rolling calibration technique may be used in the real time event reconstruction.
(4) Event Record

The event rate to be recorded by the BESIII DAQ system is about 3000Hz after the online event filtering. The average size of event data is about 12Kbytes. So the data rate to the magnetic media is estimated to be 40Mbytes/sec. The event data after filtering are transferred to the online file server via the gigabit Ethernet switch.
The online file server is two high performance workstations with multi-CPU, multi-network cards, disk arrays and tape library. Event data are assembled to a run on the file server, written to disk file and recorded to magnetic media. The data are also transferred to the computer center via network.
(5) Host System
The host computer provides a man-machine interface to control the operation of the BESIII and monitor the process of experiment. It consists of several high performance workstations and/or PCs with distinct usage, such as run control, single event display, histogram display, run status display, etc. 

① Run Control
As a man-machine interface, it accepts various run commands, such as calibration, pedestal run, normal data taking etc., and sends the command to all readout PCs and all nodes of the online farm via network. The readout PC and farm node will execute the program corresponding to the command. Parameters of experimental process and configuration of the DAQ system are also controlled by the host computer.

② Data Monitoring

With the powerful CPU, the PC farm can do histogram accumulation and event classification during the filter processing. The host computer can extract a histogram data from any farm node, sum up histogram data from all farm nodes and view event display from any farm node randomly. Combining the luminosity event rate and the information of event classification, the host computer may calculate and display the online production cross section for different physics processes and physical integrated luminosity. In addition, the host computer periodically monitors various count rates, such as luminosity, trigger rate, dead-time, count rate of each sub-detector, etc., displays their variation with time and alarms if necessary. The host computer will also display and handle the error report message from each sub-system and farm nodes.
(6) Database Management System
The BESIII DAQ system is to build an online database management system. The main parameters of run status, environment and other shared parameters are provided via this database, which can ensure the safety of these data. The event data will not be stored in the online database directly. The online database is estimated to be less than 40Gbytes/year, and it will be managed by the SQL language based free software, such as MySQL PostgreSQL, etc. 

12.6  Other Supports

During the construction and operation of the data acquisition system, some support systems are to be built up, such as the calibration support system, the failure diagnosing system, the data flow monitor and the network monitor.

(1) Calibration

Calibration involves determination of parameters for converting digitized data like ADC and TDC counts into physics data such as energies and coordinates. Another type of calibration is for diagnostics, such as the determination of system errors and failure positions, and checking the function/performance of the devices. 

Calibration will be designed either for global or local run mode for each sub-detector and can be run in either step or normal continuation mode.

(2) Diagnosis

Since the scale of the BESIII data acquisition system is huge and complex, it is necessary to detect any hardware and software failures/errors as soon as possible in either running mode or static state checking mode. Diagnosis is very useful in the stages of electronics design and system debugging. Their running modes will be in either global or local.

(3) Data Flow Monitor 

The fast network technique will be cosmically used in the BESIII data acquisition system, so it is needed to consider the safety and performance of the network. The BESIII network environment and data flow monitor system will provide friendly user interface to monitor all cases of the BESIII network in a dynamic way, in order to determine and adjust any system configuration in the stage of design or running. 
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