BESIII Detector


11 Trigger System
The trigger system is a fast real-time event selection and control system. It selects interesting events for physics and suppresses backgrounds to a level that the DAQ system can sustain. Since BEPCII will operate with a bunch crossing time of 8ns and a peak luminosity of 1033 cm-2 s-1, a new trigger system must be built to match the new beam structure and the high event rate. 
11.1 Estimation of Event Rate

A good understanding of the expected trigger rate for the luminosity of 1033 cm-2 s-1 is desirable to determine the architecture of the trigger and the front-end electronics. Besides physics events, various backgrounds from the machine and cosmic-rays also contribute to the total event rate. The main backgrounds in BESIII will be the machine backgrounds by Coulomb scattering and Bremsstrahlung with the residual gas and Touscheck scattering in the single bunches. A good way to estimate machine background rate is to simulate lost beam particles and synchrotron radiation which can be found in section 4.2. Here we estimate background with our experience at BESII.  

11.1.1 Good Physics Events
The peak luminosity of BEPCII is designed to be 1×1033cm-2s-1, the event rate will be 2000Hz and 600 Hz at the J/ψ and ψ´ resonance respectively. The Bhabha event in the detector coverage (| cos ( | < 0.95) will be about 800 Hz. Although Bhabha event will be used for detector calibration and luminosity measurement, its rate is too high to be acceptable, we will use a prescaler to reduce bhabha event rate.

11.1.2 Cosmic Ray Background
The cosmic-ray flux at Beijing’s altitude is 170 m-2s-1. The full size of the BESIII detector is roughly the same as that of BESII, so the cosmic-ray event rate will be about 170 m-2 s-1 × 3 m × 3 m = 1500 Hz. At BEPC/BESII, 95% of the cosmic-ray background is suppressed by the TOF signal with a time window of 40ns and only 1Hz is recorded with further help of the Vertex Chamber. While in BEPCII the bunch spacing is too small to use a time window, and there will be no vertex chamber, we will use MDC trigger to reduce the cosmic-ray rate to less than 200Hz. 
11.1.3 Machine Background

The machine background is mainly caused by the lost beam particles and its interaction with the detector. The beam current of BEPCII will be 40 times higher than that of BEPC with only a half beam lifetime (τBEPCII =3.5~3.8hr). Therefore the electron lost rate, correspondingly the beam background, will be 80 times of that of BEPC. Electron and positron lost rate is estimated to be ( dn / dt ) = 8.7×108/s. Suppose the lost electrons and positrons are distributed uniformly around the BEPCII ring, the number of lost e+, e- hitting the detector is ( dn / dt ) BESIII ≈ 1.3(107/s, 
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i. e., a background event rate of 13MHz. This is a conservative estimation, because the lost of electron and positron would be mainly around the quadruple, not uniformly along the beam pipe. Fig.11.1-1 is a measurement of background from an inner single wire of MDCII versus the beam current in BEPC. With the experience of BESII trigger, we estimate the beam background which may pass the trigger is about 2000Hz.  
Fig.11.1-1. Background rate from one wire in the first layer of MDC Vs beam current

11.1.4 Total Event Rate

The BESIII trigger system should suppress the event rate from 1.3(107 Hz to a maximum event rate of about 4000Hz, including 2000 Hz from physics, which is sustainable for the DAQ system.
11.2  Requirement of BESIII Trigger 
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The design goal of the trigger system is to keep the total dead time at a level of a few percent, similar to that of BESII. This was achieved by designing a trigger system with several levels, the lowest level is very fast and may suppress most of the backgrounds without dead time, and the high level is very complex but may introduce a small dead time. This scheme can not be used in BESIII because we face different constrains.  
Unlike in BEPC where the bunch spacing is 800ns which leaves trigger system enough time to process various sub-detector signals and make the decision before next collision, in BEPCII the bunch spacing is only 8ns, which is too short to generate any trigger. This situation is further complicated by the fact that the arrival time of the Time of Flight (TOF) signal has an intrinsic spread of 30ns due to the different decay products of the J/ψ and ψ ' resonance with different momenta at different hitting position of the scintillater. It is impossible to identify a single bunch, and to determine which bunch an event originated from by hardware. This fact allows to set the trigger sampling period several times longer than the bunch spacing, and to simplify the design of the pipeline components. The period is chosen to be 25ns which is three times of the bunch spacing, so the signals from different sub-detectors will be binned into 25ns wide time slices and be processed in each pipeline step.

The TOF signals will be ready in 30ns after the collision，While it is 400ns for MDC due to the drift time of electrons. The trigger signal goes to the digitization card which is placed near detectors through a long cable for the signal delay. The trigger system needs time to process and synchronize all signals from sub-detectors. There must be a latency for the trigger signal to be delivered, within which signals from detectors are processed in FEE and kept in FEE pipeline buffer, until the trigger system completes the level 1 decision. 

Therefore the BESIII trigger system will be in two levels, level 1 for hardware trigger and level 3 for software event filter as shown in Fig.11.2-1. Signals from different sub-detectors are split into two paths, one is digitized and stored in the pipeline of front-end electronics (FEE), the other is fed to the level 1 hardware trigger to be processed for further trigger decision. The latency between the level 1(L1) trigger signal and the event time origin is set to be 6.4(s. Data are moved from the FEE pipeline to the buffer when a L1 signal presents.  The DAQ system reads the event data from each sub-detector buffer, packs them into an event, and sends them to the online farm where the level 3 trigger (software filter) filters the background events further. 

11.3  Structure of Trigger System

The BESIII trigger system consists of MDC, TOF, EMC, Track Matching, and global trigger subsystems as shown in Fig.11.3-1.  Electronic signals from sub-detectors are received and processed by the appropriate circuits in VME crates to 
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yield basic trigger information such as the hit counts in TOF, track counts in the drift chamber, the cluster count and topology in the electromagnetic calorimeter. These information from sub-systems are correlated to track matching and sent to global trigger logic (GTL) which generates an L1 strobe every time a valid trigger condition is satisfied. The timing and control circuitry conditionally pass the L1 signals to the fan-out modules for distribution to the data acquisition system (not shown here). 
11.4  MDC Trigger 

The function of the MDC trigger is to select charged tracks with a certain transverse momentum and rejects charged background, and provides information like number of tracks and angle/position of tracks to track matching and global trigger subsystem. 

The drift chamber consists of 6860 small cells in the inner chamber (8 layers) and outer (35 layers) chambers. All cell signals will be used in trigger system and are arranged as axial wire layers (AX) and stereo wire layers (ST). There are 5 Axial super layers (SL) and 7 stereo super layers, each with 4 wire layers (WL) (the last superlayer has only 3 layers), as shown in Table 11.4-1.

Table 11.4-1 Parameters of the MDC trigger
	Super 

Layer
	Wire Layer
	# of sig.
	# of WL

in SL
	Symmetry
	Total sig.        in SL
	# of pivot  cells     SL

	
	
	L1
	L2
	L3
	L4
	
	
	
	

	SL-1
	ST-1/2/3/4
	40
	44
	48
	56
	4
	1/4
	188
	44

	SL-2
	ST-5/6/7/8
	64
	72
	80
	80
	4
	1/8
	296
	72

	SL-3
	AX-9/10/11/12
	76
	76
	88
	88
	4
	1/4
	328
	76

	SL-4
	AX-13/14/15/16
	100
	100
	112
	112
	4
	1/4
	424
	100

	SL-5
	AX-7/18/19/20
	128
	128
	140
	140
	4
	1/32
	536
	128

	SL-6
	ST-21/22/23/24
	160
	160
	160
	160
	4
	1/32
	640
	160

	SL-7
	ST-25/26/27/28
	192
	192
	192
	192
	4
	1/32
	768
	192

	SL-8
	ST-29/30/31/32
	208
	208
	208
	208
	4
	1/32
	832
	208

	SL-9
	ST-33/34/35/36
	240
	240
	240
	240
	4
	1/32
	960
	240

	SL-10
	AX-37/38/39/40
	256
	256
	256
	256
	4
	1/32
	1024
	256

	SL-11
	AX-41/42/43
	288
	288
	288
	0
	3
	1/32
	864
	288

	
	Total
	6860
	
	
	6860
	1764


11.4.1  Simulation of MDC Trigger 

The MDC trigger is very important and a critical part for rejecting backgrounds. A Monte Carlo simulation has been made to explore MDC trigger scheme. The geometry together with a track is shown in Fig.11.4-1. 

In the simulation, we define the second layer of each super layer as pivot layer (PL), and the number of cells of PL as the number of pivot cells (NPC) of that super layer.  
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Fig.11.4-1 Simulation of MDC cells, layers, super layers, super cells and track segments
Assuming a particle with a large transverse momentum passes a super layer and leaves a track segment through pivot B1. If there are hits in each of the four layers, the pattern must be one of the 8 combinations under 4/4 group for B1 in Fig.11.4-2. If one hit is missing, the pattern must be one of the combinations under 3/4 group for B1. These combinations are also valid for other pivot cells. If we ask for all four layers with hits, called 4 out of 4, and when we find one of the 8 combinations of cell B1, a track segment through B1 in this super layer is found. Similarly, if we ask only 3 layers with hits, called 3 out of 4, and we find one of the 22 combinations, a track segment through B1 in this super layer is found. In this way we can find track segments (TSF) information in each super layer. 
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 ( layer B as pivot layer)


4/4
group



3/4 group

B1 pivot cell:


A0*B1*C0*D0

A0*B1*C0+A0*B1*D0+A0*C0*D0+B1*C0*D0

A0*B1*C0*D1

A0*B1*C0+A0*B1*D1+A0*C0*D1+B1*C0*D1

A0*B1*C1*D1

A0*B1*C1+A0*B1*D1+A0*C1*D1+B1*C1*D1

A0*B1*C1*D2

A0*B1*C1+A0*B1*D2+A0*C1*D2+B1*C1*D2

A1*B1*C0*D0

A1*B1*C0+A1*B1*D0+A1*C0*D0+B1*C0*D0

A1*B1*C0*D1

A1*B1*C0+A1*B1*D1+A1*C0*D1+B1*C0*D1

A1*B1*C1*D1

A1*B1*C1+A1*B1*D1+A1*C1*D1+B1*C1*D1

A1*B1*C1*D2

A1*B1*C1+A1*B1*D2+A1*C1*D2+B1*C1*D2
B2 pivot cell:


A1*B2*C1*D1

A1*B2*C1+A1*B2*D1+A1*C1*D1+B2*C1*D1

A1*B2*C1*D2

A1*B2*C1+A1*B2*D2+A1*C1*D2+B2*C1*D2

A1*B2*C2*D2

A1*B2*C2+A1*B2*D2+A1*C2*D2+B2*C2*D2

A1*B2*C2*D3

A1*B2*C2+A1*B2*D3+A1*C2*D3+B2*C2*D3

A2*B2*C1*D1

A2*B2*C1+A2*B2*D1+A2*C1*D1+B2*C1*D1

A2*B2*C1*D2

A2*B2*C1+A2*B2*D2+A2*C1*D2+B2*C1*D2

A2*B2*C2*D2

A2*B2*C2+A2*B2*D2+A2*C2*D2+B2*C2*D2

A2*B2*C2*D3

A2*B2*C2+A2*B2*D3+A2*C2*D3+B2*C2*D3
 Each pivot cell Bi has 8 combinations    each pivot cell Bi has 26 combinations

Fig.11.4-2 TSF track finding logic

Looking at the 3 out of 4 combinations, we see the A1*C1*D1 is in combinations of both B1 and B2, that is, when there are hits in A1, C1 and D1, both pivot cell B1 and B2 are having a track segment. This kind of ghost tracks is treated as the following: if there is a hit in B2, we set pivot cell B2 having segment only with combination A1*B2*C1*D1. When there is a hit neither in B1 and B2, then we set B1 having segment with A1*C1*D1 combination. Similarly, A1*C1*D2 is assigned to B2 and A1*B1*C1*D2 to B1. 

Combinations for all pivot cells in all SL are called track segment configuration data. It should be pointed out that the above is true only for tracks with high transverse momentum and there are same number of cells in each layer of the super layer. Real number of combination should be calculated by Monte Carlo simulation.  Table 11.4-1 is a simulated number of combinations in different super layers for a track with Pt>120MeV/c. We see that number of combinations becomes larger for the outer super layer. 
Table 11.4-1 Simulation of TSF combinations in different super layers

	SL
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11

	# of combinations
	13
	11
	17
	26
	30
	30
	34
	48
	56
	84
	139



Two trigger schemes have been used in the simulation. In the first scheme, both axial and stereo super layers are used and we define 32 super cells (SPC, some track segments be or-ed together) in each of the super layers, which will simplify the implementation. With the track segment information of a charged particle, we test if the SPC makes a full track (from first to tenth super layer) or short track (to fifth super layer) in Binary Link Track (BLT, see later), and also check if it has transverse momentum over a preset momentum threshold with Pt Discriminator (PTD, see later). If a track passes these checks then it’s a good track. In the second scheme only axial super layers are used. We take fifth SL as the reference layer and check other SL’s for a track. If a predefined combination of hits in all four SL’s is found, then a long track is found. If a predefined combination of hits in SL3/4/5, then a short track is found. Fig.11.4-3 shows the trigger efficiency for single track as a function of the transverse momentum. It can be seen that 3 out of 4 logic in TSF is very effective for improving trigger efficiency. Taking into account the wire inefficiency with 3 out of 4 logic we found that the trigger efficiency is still high for a track of Pt=150, as shown in Fig.11.4-4 even for wire inefficiency of 96%. The cosmic-rays with a distance to the vertex more than 10 cm are mostly rejected. The trigger efficiency for physics channels and background rejection ability will be studied further. 


11.4.2 Implementation

The MDC trigger is composed of track segment finding (TSF), Track Finding (TF) and a Track Count (TC), as shown in Fig.11.4-5 At present only axial wires will be used for tracking.

All 32 signals from MDC discriminator module are first grouped into two 16 bits and be serialized into one stream with a serializer and then transmitted to trigger via a fiber transceiver. After being received and deserialized, some of these signals are sent out to neighboring cards, and some signals from other neighbor cards are stretched as shown in Fig.11.4-6. To minimize the inefficiency caused by possible dead cells, an input register is used. Signals are fed to the TSF engine (TSFE), implemented by the Xilinx FPGA chip with CLB or LUT to look for track segment. When the TSF find a track segment, the information will be send to the TF. 
The function of TF is to look for short and long tracks as defined in simulation section. This function is realized by TF engine in a FPGA chip. The circuit of this engine is stored in a PROM and downloaded at power-up. The TSF cells in SL5 is used as a reference layer for long and short track finding. The combinations of track segments (TSF) with predefined momentum are stored in a look up table (LUT). The checking of long tracks for a cell in SL5 requires all the pivot cells in eleventh super layer being reference cells, and pivot cells in seventh, fourth and third super layer (all axial super layers) to be in the saved patterns.
The checking of short tracks takes pivot cells in the seventh super layer as reference cells, and pivot cells in the fourth and third super layers becomes one of the predefined patterns.

The TRKCNT module calculates the number of tracks that passed the TF checking.
11.5  TOF Trigger
The TOF trigger provides precise timing signal, the hit number and topology information to the GTL. Fig.11.5-1 is a block diagram of TOF trigger system. There are 352 TOF signal in the barrel. Both photo-multiplier signals from a scintilator are discriminated first and then fed to a mean timer to get a precise time. This signal is in coincidence with signals in another layer in a known range to form a TOF hit. The signal of endcap scintilator comes from one end without mean timer. All signals from barrel and endcap scintilators are “OR-ed” together to form the timing signal. After simple calculation the signal of the hits number greater than 1 and 2, as well as the position information are fed into track matching and global trigger.

11.6  EMC Trigger 

11.6.1  General Description 

The Electromagnetic Calorimeter (EMC) comprises of ((( = 44(120 = 5280 CsI crystals in barrel, and 992 Crystals in each endcaps. It is used to detect photons and electrons, to select Bhabha and pure neutral events.

The EMC trigger should provide flexible and effective trigger conditions to select neutral, Bhabha and charged events together with other sub-detectors, to reject-cosmic rays, beam background and to participate in the matching logic with the Main drift chamber (MDC) and the Time-of-Flight (TOF) system.

Compared with the MDC and the TOF, the EMC can detect more types of particles, which makes particle counting available for trigger. Almost all the energy of incidence photons and electrons are deposited in EMC, which plays a key role in the selection of Bhabha and neutral events. Especially, the neutral events can only be triggered by the EMC.

The design of the EMC trigger system should coordinate with other subtrigger systems. They should be complementary with other sub-detector trigger conditions.

Based on above considerations, three kinds of trigger conditions are implemented in the EMC trigger sub-system, the total energy, the energy balance and the cluster counting. They are complementary to have a high efficiency and reliability trigger. 

11.6.2  Simulation
A simulation for the EMC trigger system is performed. The charge from two preamplifiers of a crystal are added on, and gains and light yield of crystals are corrected one by one with a precision of 10%, corresponding to a 4-bits precision. Monte Carlo simulation shows that 20% gain precision can be accepted, as shown in Fig.11.6-1.
The gain-adjusted signals are fast-shaped, and added into a group of 8 crystals in FEE to form the TrigSum signals, which are then sent to EMC trigger system.

TrigSums are added into a group to form a Trigger cell energy sum (TCSums) on TCSUM(BTCSUM, ETCSUM) boards. 

A trigger cell is defined as adjacent (((=4(4 crystals, and there are a total of 330 trigger cells in the barrel region. Each end-cap are divided into (((=2(16 trigger cells.  In total, there are 394 trigger cells, and the detailed division is shown in Fig.11.6-2.

The trigger cell size is studied carefully in order to guarantee most of the electron energy deposits in one trigger cell. The simulation shows that the suitable trigger cell size is 4(4, as shown in Fig.11.6-3.
There are three thresholds on TCSum boards, which are the gate threshold (gate_TH), low and high energy threshold of trigger cells (TC_THL and TC_THH).

A low threshold about 50MeV is set for TCSums to form signals for cluster counting, low energy balance, and neutral timing. A high threshold at about 300MeV is set for TCSums and the high energy balance trigger. The output of TCSums exceeding the gate threshold will participates in the energy summation to form the total energy trigger. This threshold can reduce the influence of incoherent and coherent noises along with the baseline pileup effect. With 1MeV incoherent gaussian noise for each crystal and 20MeV gate threshold for each trigger cell, the efficiency of trigger as a function of threshold with and without the gate threshold is shown in Fig.11.6-4. It can be seen that using the gate threshold improves performance dramatically.
The gated outputs of TCSums (gatedsums) are added further to form total energy sum on the BESUM(EESUM) board, as shown in Fig.11.6-5. Three thresholds are set for the total energy trigger. In addition to a threshold for debugging purpose, a low threshold is used to suppress electronic noise and a high threshold is used to help select Bhabha and neutral events and to exclude cosmic background. The high threshold should guarantee a comparably high efficiency for charged events. The low energy threshold of total energy sum is set at about 150MeV, and the high energy threshold is set at about 1GeV.

The total energy trigger conditions, energy balance trigger conditions and particle number trigger conditions are all sent to Global Trigger Logic (GTL) after time-alignment.

11.6.3  The Hardware Implementation
The hardware implementation of the EMC trigger depicted in Figure 11.6-5, consists of three type of boards: energy summing (BTCSUM/ETCSUM), total energy sum（BESUM/EESUM）and cluster counting(ACNT). Two Signals from EMC FEE(a sum of 8 crystals) first added together and then compared with TC_th to have position and timing information. The sum of all signals are also available for local total energy, which are summed in BESUM/EESUM board to have total energy.  There are three thresholds for barrel and two thresholds for endcap as total energy trigger conditions: Etot_l, Etot_M and Etot_H in barr and Etot_L and Etot_H in Endcap.  The cluster information from TCSUM board are used to obtain the number of isolated clusters in barrel and endcap and their position information. All boards will be VME 9U boards. 

11.7  Track Matching

The MDC, TOF and EMC trigger subsystems can provide information to identify particle trajectories. Track Matching(TM) logic matches these conditions radially to find a global track to further suppress backgrounds. Barrel Track Matching(BTM) matches long track from MDC trigger with corresponding TOF hits and EMC clusters. Endcap Track Matching (ETM) matches short tracks from MDC trigger with corresponding cluster from Endcap EMC. The block diagram is shown in Fig.11.7-1. 
  

1. TOF Hit Distribution (THD)

In order to match with MDC, the hit signals from TOF must first be grouped with MDC tracks. Since MDC has 32 sectors, each corresponds to several TOF cells. The combination logic of a TOF matched cell is realized with a PLD device.
2. EMC Cluster Distribution (ECD)   
The EMC clusters will be also matched with MDC sectors. This logic is put on EMC trigger Master Board using PLD device.

3. Programmable Input Signal Delay (ISD)    
The programmable ISD board delays the signals from MDC, TOF and EMC of the same event with different arrival time for synchronization. The delay time is adjustable with VME commands.

4. Barrel Track Matching (BTM)

If a long track from MDC matches with TOF hits, we have a ATRK(MDC&TOF). If it also matches with the EMC cluster, we have a BTRK (MDC&TOF&EMC). These matching bits are kept in a buffer. When a Level 1 (L1) trigger signal occurs, they are readout for debugging and online monitoring.
5. Endcap Track Matching(ETM)

If a short track from MDC matches with EMC clusters forming CTRK (MDC&EEMC), they are readout by DAQ for debugging and monitoring.
6. Matched Track Counting(MTC)

The MTC board calculates the number of ATRK, BTRK and CTRK, and sends these signals to global trigger. The following conditions  

        ATRK(1, ATRK(2, ATRKBB,

        BTRK(1, BTRK(2, BTRKBB,
        CTRK(1, CTRK(2, CTRKBB,
are stored in a trigger table of the global trigger.

7. Online Testing of Track Matching

There should be an online test for the track matching on each module or in an independent module. It can be used to check the function and timing of each module, and also for the connection between modules. Well defined data of 256 bits can be fed into the trigger subsystems, and move with the pipeline clock. The results can be readout from BTM or MTC, to check against predicted results in order to find out possible faults.
11.8  Global Trigger and Timing Control

The tasks of global trigger include collecting signals from sub-detectors and making trigger decision based on the trigger table, providing pre-scaling ability for certain type of events, determining event timing, strobing the L1 signal 6.4(s after the collision, and providing pipeline clock and control signals for the whole trigger system. Fig.11.7-2 shows the timing sequence of the global trigger. The live and dead time of the DAQ system are also recorded. Trigger signals from subsystems of the same event are first delayed to be synchronized and then are checked against the trigger condition at each cycle of the pipeline clock. If they satisfy the trigger condition in the table, a trigger event (TEVT) signal is generated. TOF timing signal (TOF-T) or EMC timing signal(EMC-T) is used to determine the exact time (6.4(s after collision) to strobe out TEVT as L1 signal. For event with charged tracks the time is determined by TOF-T, while for event with only neutral particles, the time is determined by EMC-T.   

The global trigger consists of programmable Input Signal Delay(ISD), programmable trigger decision, programmable prescaler, scalers and timing control logic as shown in Fig.11.8-1. They are described in detail in the following.

11.8.1  Programmable Input Signal Delay(ISD) 

The programmable ISD board delays the signals from MDC,TOF and EMC of same event with different arrival time in order to be synchronized. The delay time is resettable with VME commands. ISD type A (ISDA) accepts LVDS signals and ISD type B (ISDB) accepts NIM signals. 

11.8.2  Programmable Trigger Decision(PTD)

The trigger decision logic finds the combination of trigger conditions matching with the preloaded trigger table and delivering the corresponding event type. The event can be classified as charged (Charge), neutral(Neutral), di-mu (DMU), small angle bhabha (EBB), large angle bhabha (BB), and cosmic ray (COSM) etc.

The trigger decision logic works in pipeline mode and may use Look Up Table(LUT) to make decisions. The trigger conditions are used as the address of the LUT, and the event type as the output. Combinatory logic can also be used in the trigger decision logic.

11.8.3 Pre-scaler (PRE-S)

With a high luminosity, the trigger rate will be very high. To decrease the trigger rate, some type of events like Bhabha can be scaled down with a known factor by a pre-scaler besides suppressing as much as possible backgrounds. The scaler must be programmable from 0 to 256. TEVT signal is produced by “OR-ing” all the 8 prescaled event type signals.

11.8.4  Trigger Timing and Control

The trigger timing and control (TTC) logic (the dash-lined box in Fig.11.8-1) is the heart of the trigger system. TTC will divide RF clock to have a 40MHz clock which will be used as trigger pipeline clock and controls the output of L1 signal.  
1). TOF-T signal is used to determine the event time for charged event. EMC-T is used for neutral event. TOF-T has higher priority.

2). If there is a TEVT signal, L1 signal will be strobed out synchronized with the clock.

3). Trigger number counter (TRGC, 8bit, Max 256 events) increases one with the L1 signal. When TRGC reached 256, a check signal (CHK) will be issued 500ns after the L1 signal for system wide trigger number TRGN checking. TRGN will be used as the event packing tag.

4). A BUSY signal from DAQ when the buffer is full blocks the issuing of L1 signal.

5). Dead time and live time will be recorded to correct for the efficiency. The timing is shown in Fig.11.8-2, where the TEVT denotes a good event. The L1 signal will be given together with TOF-T or EMC-T. A delay of 3(s after L1 is required by A/D feature extraction. In this period the trigger system is still working which might produce another TEVT, but new L1 is blocked, causing an event lost. Also the BUSY signal cause dead time as indicated by the shadow. Tdead and Tlife is the number of clocks in dead time and live time respectively.

6). The control logic should provide means for automatic and manual system initialization and for blocking the trigger system from working.

7). Some signals should be recorded by ADC and TDC for function checking and monitoring.

8). There will be one or two modules to accept DAQ status signals such as BUSY, fanout clock and control signals.
11.8.5  Global Scalers
The global trigger uses two kind of scalers to check and monitor the system status. The console scalers are used for instant checking of different signal rates.  The online scalers are used to record information for offline analysis.  Some data like trigger conditions, event types, TRGN, prescalers contents, live time and dead time etc. are recorded in global scalers.

11.8.6  Trigger Pipeline Clock
The trigger pipeline clock is produced by dividing the RF clock with a 50% duty cycle. A local clock of 40MHz will also be implemented in the case without collision. 

The timing and control logic can be explained in 6 states shown in Fig.11.8-3. The hardware is designed as the state machine. After system initialization the system is in wait state(WAIT). When TEVT comes, the machine is in the state waiting for TOF-T or EMC-T(WAITT). When a timing signal comes the machine moves to L1PASS state. After this state, the machine moves to WAITT state automatically waiting TEVT signal again. These are four main working states. Others are the initialization state and the trigger masking state. If the machine move in WAITT state, but no TOF-T and EMC-T signals come in a predefined time (say 1 second), the machine is recovered automatically to WAIT state.
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Fig.11.2-1 BESIII event flow chart
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Fig.11.4-5 A scheme of MDC trigger
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Fig.11.4-6 Block diagram of TSF card
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Fig.11.5-1 Block diagram of TOF trigger
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Fig.11.8-3 State flow chart of global trigger
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Fig.11.7-1 Block diagram of track matching
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Fig.11.7-2 Timing of global trigger
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Fig.11.8-1 Block diagram of global trigger and timing control
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Fig.11.8-2 Timing sequence of L1 and DAQ signals
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Fig.11.3-1 Block diagram of the trigger system
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Fig.11.6-5 the EMC trigger sub-system 








� EMBED PBrush  ���


Fig.11.6-1 The influence of crystal gain non-uniformity





� EMBED PBrush  ���FigFig.11.6-3 The decision of trigger cell size
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Fig.11.6-2 The trigger cell division
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Fig.11.6-4 The influence of electronic noise
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Fig.11.4-3 Trigger efficiency vs track Pt
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Fig.11.4-4 Trigger efficiency vs wire efficiency
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